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ABSTRACT

Lithosphere that has undergone deformation may record this process in the form of fabric such as foliation and lineation from ductile deformation, as well as non-horizontal interfaces between materials with different properties within the crust or at the bottom of the crust (Moho). The receiver function analysis technique isolates teleseismic mode conversions originating at velocity contrasts beneath a seismic station. We show that dipping isotropic contrasts as well as small (<10%) anisotropy generate first-order (i.e. Moho-sized) arrivals in receiver functions. We demonstrate that the azimuthally varying signal can be isolated from radial component receiver functions by subtracting the average (degree 0) over backazimuth. The radial signal matches the tangential component signal with an offset of 90° in backazimuth in the case of isotropic dipping interfaces or plunging axis anisotropy, with both dominated by a degree-1 variation in backazimuth. The positions of the extrema and nodes in both components constrain the strike of the dipping interface, dipping foliation, or plane perpendicular to a fast lineation. For azimuthal anisotropy, the offset between components is 45° and both show a degree-2 azimuthal variation. A distinction between isotropic dipping interfaces and plunging axis anisotropy can be made via the lack of a polarity-reversed azimuthal variation of the direct arrival in the anisotropic case. The described behavior is independent of fast versus slow axis symmetry and absolute velocities and largely independent of strength of anisotropy, exact anisotropic symmetry such as shape factor, and interface or foliation dip. Our method simply consists of subtracting the station average from the radial component receiver functions, shifting the tangential receiver functions by a fixed amount in backazimuth, and solving for degree 1 and 2 arrivals in the joint set of receiver functions. It allows determination of delay time (which scales to depth) and orientation of dipping and anisotropic features without waveform modeling. Combining radial and tangential components with a shift in backazimuth fills holes that may otherwise exist in azimuthal event coverage. We validate the method against active source results from the Wind River Thrust fault in Wyoming and against a waveform modeling study targeting deep crustal anisotropy in southern California. We then present initial results across the continental U.S. using Transportable Array data. First-order features are high amplitudes along the West Coast plate boundary and elevated amplitudes in parts of the intermountain West, a transition to low amplitudes in the central U.S. at the Rocky Mountain/Laramide front, and high amplitudes along the Appalachian–Ouachita belt. Foliation strike roughly aligns with the strike of mountains, but high signal amplitudes and matching strikes outline geological features with little current expression in surface topography, such as the Southern Oklahoma aulacogen, high-grade rocks in the Appalachian Piedmont, and the Midcontinent Rift. We conclude that lithospheric deformation can be targeted with receiver functions without extensive waveform modeling, allowing first cuts through large data sets such as that from USArray.

1. Introduction

The baseline Earth model in seismology is typically 1-dimensional (flat or spherical interfaces) and isotropic. In such a system, seismic wave propagation is decoupled between P–SV waves (oscillating within the vertical plane between source and receiver) and SH waves (oscillating in the plane orthogonal to P–SV). Decoupling
between P-SV and SH breaks down when seismic anisotropy is present, or when the model is not flat-layered (in a regional approximation; more accurately, not spherically layered). Anisotropy has garnered attention as a means to access a record of past deformation with seismic observables, since ductile deformation leads to preferential mineral alignment. In the lithospheric mantle and in the crust, the resulting anisotropy can be formed at depth and remain preserved, generating a record of past deformation. Most seismic methods that target anisotropy focus on azimuthal anisotropy (i.e., anisotropy with a horizontal symmetry axis) for simplicity of theoretical treatment and easier distinction from isotropic heterogeneity; examples are shear-wave splitting and anisotropic travel time tomography. In surface wave anisotropic studies, azimuthal and radial anisotropy are typically treated separately; azimuthal anisotropy is measured using the variation of phase velocities with backazimuth (e.g., Lin et al., 2011), while radial anisotropy is derived from the phase velocity difference between Rayleigh waves (sampling Vp/Vs) and Love waves (sampling Vp; e.g., Moschetti et al., 2010). However, anisotropy does cause the Love-to-Rayleigh scattering (“quasi-Love” waves; Park and Levin, 2002), with exceptionally strong coupling for plunging symmetry axis anisotropy (Rieger and Park, 2012; Rieger and Park, submitted for publication).

P-SV to SH decoupling is typically assumed when analyzing receiver functions. The receiver function technique isolates mode conversions of teleseismic waves (most typically P converting to S) at interfaces close to the recording station (Phinney, 1964; Langston, 1977; Vinnik, 1977). In order to find the converted pulses within a complicated P coda that includes a finite source time function and source-side scattering, the vertical component seismogram is taken as a proxy for the source function and deconvolved from the horizontal components; an alternative option is to use the longitudinal particle motion as a proxy for the source and deconvolve from the ray-perpendicular components. In the isotropic, flat-layered case, the tangential component receiver function is zero (or in practice, contains incoherent noise), and the radial component receiver function has backazimuth-independent arrivals that are used to image subsurface interfaces. Actual seismograms show that coherent and azimuthally varying arrivals are often observed on radial as well as tangential component receiver functions, indicating a breakdown of P-SH to SV decoupling and the presence of 2- or 3-dimensional heterogeneity or anisotropy.

Azimuthal (i.e. horizontal symmetry axis) anisotropy leads to a characteristic degree-2 (180°-periodic) backazimuthal pattern in travel times (e.g., Schulte-Pelkum and Blackman, 2003; Lin et al., 2011) as well as receiver functions (Levin and Park, 1997; Savage, 1998). This periodicity is considered diagnostic for anisotropy (e.g., Liu and Niu, 2012), as opposed to the degree-1 (360°-periodic) signal from a velocity contrast across a dipping isotropic interface. However, plunging axis P anisotropy also generates a degree-1 signal (Levin and Park, 1997; Savage, 1998) that has been exploited to map plunging axis anisotropy as well as dipping isotropic interfaces (e.g. Bianchi et al., 2008, 2010). We demonstrate characteristics of radial and tangential component receiver function arrivals from dipping and anisotropic structures, in particular a systematic relationship of the out-of-plane signal between the two components. We introduce a simple technique to map the strike and depth of dipping interfaces or foliation that exploits this relationship without requiring waveform modeling. We recover a known structure (Wind River Thrust) and show agreement with results from a waveform modeling approach in Southern California, followed by continent-wide results from USArray.

2. Method

2.1. Receiver function sensitivity

Levin and Park (1998) demonstrated the effects of P and S anisotropy on teleseismic converted waves in flat-layered media with arbitrarily oriented anisotropy. Our focus is on signals that are generated by inclined or anisotropic structures and are sufficiently large to dominate receiver function appearance (e.g., comparable in amplitude to common used signals such as the conversion from the Moho); we show that these signals can be used to map the presence, the strike, and the depth of dipping and anisotropic structures. We use a ray-based code that handles dipping interfaces and arbitrary anisotropy (Frederiksen and Bostock, 2000) to calculate synthetic seismograms. Results were benchmarked against an isotropic (Randall, 1994) and an anisotropic reflectivity code (Becker et al., 2006) for the flat-layered cases.

2.1.1. Dipping isotropic interface

The first example model has a dipping intracrustal isotropic velocity contrast with ∆V = 0.3 km/s. Contrasts in Vp do not affect the conversion amplitude, and a pure Vp contrast with no Vs contrast generates no P-S conversion; a pure Vp/Vs contrast with constant Vs is therefore invisible to receiver functions. This lack of effect of contrast in (Vp/Vs)2 on conversion amplitude is not to be confused with the effect of Vp/Vs of the medium between converter and receiver on the delay time of the arrival, which is significant when converting delay time to depth. The conversion from the dipping intracrustal interface is seen near 2 s delay time in Figs. 1a and 1b. A conversion from a flat interface with a Moho-sized Vs contrast is also shown for comparison and appears at 4.5 s (Fig. 1). Radial and tangential component arrivals from the dipping interface have a 360° periodicity, with a 90° phase offset in backazimuth between the components. The intracrustal conversion reaches a maximum at incidence from the downdip direction, since a shallower angle between incident P and the converting interface causes a larger S conversion, with an amplitude in this model comparable to that of the Moho arrival. We subtract the azimuthal average at each time point (representing the isotropic flat-layered structure) from the radial component. The remaining out-of-plane portion of the radial component (Fig. 1c) is nearly identical to the tangential component modulo a 90° phase shift and some pulse broadening in the corrected radial component due to subtle timing differences between the updip and downdip direction that affect the removal of the azimuthal average. The similarity between corrected components will be exploited for the mapping method in Section 2.2. Note also the zero-delay time, polarity-reversed arrival on the tangential component (Fig. 1b) due to binding of the direct P arrival out of the P-SV plane, a characteristic signature of dipping isotropic interfaces that we will use to make a distinction with plunging axis anisotropy.

Fig. 1d shows the tangential component after a shift of 90° in backazimuth, now matching the out-of-plane radial signal in Fig. 1c. The polarity nodes in the original tangential component (Fig. 1b) appear at the updip and downdip backazimuths. Note that we use a conventional left-handed R–T–Z coordinate system throughout (+T is 90° clockwise from +R); the polarity of the tangential component would be reversed in a right-handed system such as used by Levin and Park (1998), resulting in an opposite-sense offset between the corrected radial compared to the tangential components. The nodes in both components are now aligned with the strike orientation, and the two components are nearly identical except for the effect of slight time shifts on the removal of the average signal in the radial component. Both components’ polarities would be flipped if the dipping interface had...
a velocity decrease with depth (fast-over-slow), rather than an increase (slow-over-fast) as shown here. A different dip angle or a different velocity contrast results in a change of the amplitude of the degree-1 pattern. However, the node alignment with strike and the correspondence between the corrected components remain the same.

### 2.1.2. Anisotropic layer with plunging symmetry axis

The following examples (Figs. 2, 3) show the same treatment as above for synthetic seismograms from anisotropic models. The models contain a 10 km thick anisotropic layer with 6% peak-to-peak hexagonal symmetry anisotropy (inset in Figs. 2, 3; there is no isotropic velocity contrast). Anisotropy of a few percent in bulk deformed crustal rocks is deemed to be a typical strength (e.g., Ji and Salisbury, 1993; Tatham et al., 2008; Ward et al., 2012), although values of over 20% can be seen in some samples (e.g., Godfrey et al., 2000; Lloyd et al., 2009).

Mantle anisotropy is usually approximated as having a hexagonal symmetry with a fast symmetry axis, matching the symmetry resulting from predominant olivine with aligned $a$-axes while $b$- and $c$-axes are distributed within a plane perpendicular to them and with the possible addition of orthopyroxene (enstatite; Blackman et al., 2002; Schulte-Pelkum and Blackman, 2003; Becker et al., 2006). In contrast, deep crustal anisotropy is assumed to be dominated by mica (e.g., Erdman et al., 2013; Lloyd et al., 2009; Babuska and Cara, 1991) and is thus approximated as slow-symmetry axis hexagonal (Levin and Park, 1998; Sherrington et al., 2004). However, quartz and amphibole (Ji et al., 2013; Ward et al., 2012; Tatham et al., 2008) also contribute to crustal anisotropy and display fast axis symmetry. We consider both cases in our modeling. We use the converted arrivals generated by contrasts in anisotropy; splitting of converted phases, although used in some studies (Nagaya et al., 2011; Peng and Humphreys, 1997; McNamara and Owens, 1993) is difficult to isolate in receiver functions (Levin and Park, 1997; Savage, 1998) and is not a target in this study.

Hexagonal anisotropy is defined by a symmetry axis and a plane orthogonal to it with constant phase velocities within the plane. The phase velocity surfaces between the symmetry axis and the symmetry plane can take various shapes; one way to express this variation is through the shape factor $\eta$. Approaches to handling the shape factor vary, with some workers fixing it to pure ellipsoidal anisotropy (e.g., Levin and Park, 1997, 1998; Ozacar and Zandt, 2009; Sherrington et al., 2004; Porter et al., 2011), which scales the shape factor with the strength of anisotropy along the symmetry axis (Porter et al., 2011). A brief survey of published elasticity tensors for crustal samples (Barruol and Kern, 1996; Godfrey et al., 2000; Tatham et al., 2008; Ward et al., 2012; tensor decomposition by Browaees and Chevron, 2004 used to calculate the hexagonal approximation for full tensors, available as part of the `fstack` package, Becker et al., 2006) shows a range of values of $\sim0.4$ to less than 1.1 for the shape factor, not always correlated with strength of symmetry axis anisotropy, with mafic samples falling into the higher end of the range. We model anisotropy across this range of values and exploit features that are independent of shape factor and fast vs. slow symmetry axis.

The first example is for a slow axis of symmetry with a horizontal (Fig. 2a) and plunging (Fig. 2b) symmetry axis and a midrange shape factor of 0.7. Conversions with opposite polarities are seen from the top and bottom of the anisotropic layer. The dominant periodicity of the converted arrival changes from 180° in the horizontal symmetry axis case to 360° for the plunging symmetry axis. The dominantly degree-1, large-amplitude arrivals for the plunging symmetry axis case are controlled by $V_p$ anisotropy;
Fig. 2. (a) Synthetic seismograms for a model with an anisotropic layer (from 20 to 30 km depth; see inset) with a horizontal slow symmetry axis, hexagonal symmetry. The symmetry axis orientation is E-W and the Vp and Vs anisotropy amplitude is 6% (defined as $2(v_{\text{max}} - v_{\text{min}})/(v_{\text{max}} + v_{\text{min}})$, i.e. % peak-to-peak anisotropy). There is no isotropic velocity contrast. Amplitude scale is the same between all panels in this figure and Fig. 1. R is radial component, T is tangential component, $R - R_0$ is radial component but with azimuthal average removed at every time step as in Fig. 1c, $T(\phi - 45^\circ)$ is tangential component shifted by $+45^\circ$. Note the similarity between the latter two. (b) Synthetic seismograms for same model, except symmetry axis plunging $45^\circ$ down from horizontal to E (90° backazimuth; see inset). Components are as above, except azimuthal shift for tangential component is now $90^\circ$.

pure Vp anisotropy with no Vs anisotropy (a theoretical construct) produces nearly identical synthetic seismograms to the case with Vp and Vs anisotropy, while pure Vs anisotropy shows degree-2 arrivals even for a plunging symmetry axis (Levin and Park, 1998) that are small except for small values of $\eta$. Note the contrast to the isotropic interface case, where Vp contrast is irrelevant and the Vs contrast determines the conversion amplitude. The conversion amplitude for the anisotropic plunging symmetry axis case trades off with the strength of anisotropy and is influenced by the shape factor.

The right panels of Figs. 2a and 2b show the radial component after subtracting the azimuthal average at each time step and the
Fig. 3. Same as for Fig. 2, except with a fast rather than slow symmetry axis.

The second example is for a fast symmetry axis and a shape factor of 1.03, approximating olivine-dominated mantle anisotropy (Farra et al., 1991) and some mafic crustal materials with lineation, with the lineation identifying the fast symmetry axis (Tatham et al., 2008; Ji et al., 2013). Modeling is again performed for a horizontal (Fig. 3a) and plunging (Fig. 3b) symmetry axis. Amplitudes for the horizontal symmetry axis case are small, an observation that holds for the entire range of $\eta$ considered here for fast horizontal symmetry axes, as well as for the higher range of $\eta$ for tangential component after shifting it by $45^\circ$ in backazimuth for the horizontal symmetry axis case and by $90^\circ$ in the plunging symmetry axis case. As in the case for the dipping isotropic interface in Fig. 1, the corrected components show a near perfect match, again with nodes along the strike orientation. The strike is that of the foliation plane, the plane perpendicular to the slow symmetry axis. A crucial difference to the isotropic dipping interface case is the lack of a direct P arrival on the corrected radial and on the tangential component.
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horizontal slow symmetry axes. The smaller amplitudes observed for horizontal axis (azimuthal) anisotropy compared to plunging axis anisotropy may explain why the majority of receiver function studies appear to recover the latter.

In the plunging symmetry axis case (Fig. 3b), the nodes again align with the strike of the plane perpendicular to the symmetry axis, just as in the slow axis case above. The nodes of the corrected components show slight shifts from the strike orientations due to an influence of a small degree-2 component. The same behavior is seen for very low and very high values of η in the slow symmetry axis case. However, fitting a degree-1 component recovers the strike azimuth correctly within ±10° for the entire range of η considered here and within a few degrees in most of the cases. Similar variations occur with varying dip or plunge angles. We exploit the common features observed in the synthetic modeling to develop a method for mapping the strike and depth of dipping foliation and dipping interfaces in Section 2.2.

2.2. Mapping method

Most receiver function studies targeting the crust and subduction zones publish to date rely on matching observed receiver functions via waveform modeling to determine anisotropic model parameters (e.g., McCormack et al., 2013; Wirth and Long, 2012; Song and Kim, 2012; Agostinetti et al., 2011; Eckhardt and Rabbel, 2011; Porter et al., 2011; Roselli et al., 2010; Nikulin et al., 2009; Ozacar and Zandt, 2009; Mercier et al., 2008; Levin et al., 2008; Shomi and Park, 2008; Orebelski and Castro, 2008; Schulte-Pelkum et al., 2005; Sherrington et al., 2004; Zandt et al., 2004; Vergne et al., 2003; Leidig and Zandt, 2003; Levin et al., 2002a, 2002b; Levin and Park, 1997). Besides being computationally intensive, this approach is subject to strong tradeoffs between anisotropic strength, anisotropic geometry, and isotropic structure, and typically requires assumptions about the symmetry and geometry to reduce the number of free parameters (down from 21 elastic constants for general anisotropy, but often constraining even hexagonal anisotropy to fewer than the full 5 parameters as discussed for the choice of shape factor above). Similar tradeoff problems (such as between dip and velocity contrast) are encountered when trying to solve for heterogeneous isotropic structure, e.g. Moho dip (e.g. Hayes and Furlong, 2007; Frederiksen and Bostock, 2000). We seek a simpler method to infer basic parameters without requiring a full model of anisotropy or isotropic heterogeneity, akin to the basic parameters of delay time and fast polarization orientation in shear wave splitting analysis (e.g. Savage, 1999; Park and Levin, 2002; Long and Silver, 2009).

Based on our forward modeling, the robustly observable parameters for each station location are (1) The presence of a dipping isotropic interface or dipping foliation contrast, indicated by the presence of 360°-periodic arrivals with a 90° azimuthal shift between radial and tangential components; (2) The strike of those interfaces, as constrained by polarity nodes; (3) The delay time of that arrival, which scales to depth of the interface. These three parameters can be used in hypothesis testing of geological models without having to fit a detailed anisotropic and/or heterogeneous model for the lithosphere. The simple procedure is as follows: (1) Calculate radial and tangential component receiver functions; (2) Subtract the azimuthal average from each radial component receiver function, and add 90° to the backazimuth of the tangential component receiver functions; (3) Combine the two corrected components and solve for a degree-1 sinusoidal function over backazimuth at each time point; the nodes constrain the interface strike or the strike of the plane perpendicular to the symmetry axis (in the case of slow axis symmetry, the strike of the foliation plane), and the delay time of large amplitude arrivals maps to depth. An isotropic dipping interface can be distinguished from plunging axis anisotropy by the presence of a matching arrival at zero delay time with the same nodes but opposite polarity to that of the later arrival. Azimuthal anisotropy is treated the same, except that the tangential component is shifted by 45° rather than 90° and the nodes constrain the azimuthal orientation of a fast or slow symmetry axis and the axis perpendicular to it (no a priori distinction is required between the two cases).

We deliberately avoid interpreting polarities because of the inherent ambiguity between fast and slow symmetry axes (making a distinction would require assumptions about the material). Another polarity ambiguity is caused by the question of whether a given arrival represents the top or the bottom of an anisotropic layer, since the sharpness of the anisotropic contrast at the top versus bottom may be different and it may not always be possible to see both interfaces. Interpreting the strike does not require solving these ambiguities. We show applications in Section 3.

3. Results

We demonstrate applications of the method for three different cases: An isotropic dipping velocity contrast previously imaged with active source data (the Wind River Thrust fault, Wyoming, USA); a comparison with a previous waveform modeling-based study in Southern California; and results across the continental U.S. from USArray. The receiver function processing in all three cases is as follows. We begin with all events with magnitude m_s > 5.1 recorded at epicentral distances from 30–140° (targeting P and P_{diff}) and calculate radial and tangential component receiver functions using the time-domain iterative deconvolution algorithm by Ligoria and Ammon (1999), with a Gaussian filter of 3 (corresponding to a pulse width of 1 s). The inclusion of P_{diff} in the analysis increases event coverage particularly in the Central and Eastern U.S., where southwestern Pacific subduction zones move out of the P distance range.

Receiver functions are retained for analysis if all of the following criteria are fulfilled: The signal-to-noise ratio of the initial vertical component is at least 1.5 (calculated with a noise window of 35 s to 5 s before predicted P, and a signal window of 5 s before to 25 s after predicted P, after applying a bandpass filter from 33 to 0.25 s period); the convolution of the calculated receiver function with the vertical component reproduces the horizontal component to at least 60% (variance reduction as defined in Ligoria and Ammon, 1999); the radial component receiver function shows a positive polarity direct P arrival that is the largest arrival in the receiver function; the receiver function amplitude (representing the horizontal to vertical amplitude ratio, H/Z) does not exceed 2; any arrivals’ pulse length does not exceed 3.5 s (the latter two criteria are applied since very high amplitudes and long oscillatory pulses are hallmarks of an unstable deconvolution); and any tangential component receiver function has a radial component receiver function from the same event that passed quality control. After automated picking, manual spot checks find only a few outliers remaining at each station.

3.1. Local fault imaging

The first example is a test of the method on a known dipping isotropic structure, the Wind River Thrust fault in Wyoming in the U.S. (Fig. 4a). Active source imaging showed a steeply (30–48° from horizontal) dipping fault to ~20 km depth in the southern part of the range, including a basement-over-sediment overthrust to ~12 km depth (Smithson et al., 1979; Stone, 1987; Steidtmann and Middleton, 1991; Fig. 4b). Two permanent broadband stations are nearly collocated at 60 m distance to each other (BW06 and PD31) about 60 km NW of the active source pro-
file. An EarthScope Transportable Array station (J18A) sits another 62 km to the NW from the other two stations.

While the exact deep geometry of the thrust fault north of the active source profile is unknown and mapping of the branches of the Wind River Thrust varies (Blackstone, 1993; De Vries et al., 1990), basement-over-sediment overthrusts are inferred along the range, merging into another crystalline overthrust along the Gros Ventre Range to the NW. All three stations likely sit atop the overthrust (Fig. 4). We calculated radial and tangential component receiver functions for the three stations and applied time and amplitude corrections for incident slowness (Jones and Phinney, 1998). After subtraction of the azimuthal average from the radial component, and after applying the 90° azimuthal shift to the tangential component, all three stations show characteristic arrivals between 1.2–1.5 s that are very similar between the two components (Fig. 5 and Figs. S1, S2 in the supplementary information) indicating a dipping interface with NNW-SSE strike at roughly 10 km depth, and a polarity-reversed zero delay arrival suggesting an isotropic shear velocity contrast at depth (rather than anisotropy). Fig. 5 shows azimuthally binned plots of the radial component after subtraction of the azimuthal average, the tangential component after shifting by 90° in backazimuth, and the combined components. Fitting an azimuthal degree-1 signal to the combined components at each time step results in a phase and delay time for the maximum degree-1 arrival that match inferred fault depth from the active source results to the SE (see compilation in Steidtmann and Middleton, 1991) and align with mapped faults (Fig. 4).

Stations BW06 and PD31 are collocated with the 11-element short-period vertical component Pinedale array (PDAR; Fig. S3). Array processing shows no significant out-of-plane propagation, supporting the interpretation of the arrivals as bending and conversion from the dipping fault interface, rather than lateral scattering (e.g. Jones and Phinney, 1998; Abers, 1998; Fig. S4).

3.2. Comparison to waveform-fitting-based approach to resolve anisotropy

The second example shows a regional subset of stations in Southern California that were analyzed in a previously published study (Porter et al., 2011) employing a waveform modeling approach to extract information on deep crustal anisotropy from receiver functions. Porter et al. (2011) used a neighborhood algorithm to fit radial and tangential receiver functions in the 4 seconds preceding the Moho arrival by varying anisotropic layer thickness and depth, % anisotropy, and trend and plunge of the symmetry axis, while prescribing fixed isotropic properties and ellipsoidal hexag-
Fig. 5. Receiver functions for station PD31 in Fig. 4. (a) Radial receiver functions after correcting timing to vertical incidence and amplitude for incidence angle and subtracting the azimuthally averaged amplitude at each delay time point, shown binned by backazimuth, with half-bin (5°) smoothing. Number of receiver functions contributing to each bin shown on right of each trace. (b) Tangential receiver functions after incidence angle correction of timing to vertical incidence, with 90° added to backazimuth, binned same as in (a). (c) Corrected radial and tangential component receiver functions from panels (a) and (b) binned together using the same parameters as in (a) and (b). The amplitude scale is the same for all panels. Green lines mark strike orientation (phase +90°) and time of the largest degree-1 arrival from fitting a degree-1 function over backazimuth at each time step. The strike is plotted in Fig. 4a, and the same plots are shown for station BW06 and J18A in Figs. S1 and S2 in the supplementary information.

Fig. 6. Comparison of the results from our technique to those from a waveform modeling study (Porter et al., 2011) in Southern California. White lines are fault traces. Red bars are strike of highest amplitude degree-1 arrival between 1–8 s at each station from this study, shown if the arrival exceeds an H/Z amplitude cutoff of 0.05. Color background shows delay time (scaling to depth) of the highest amplitude degree-1 arrival. Circles scale with amplitude of the arrival. Black bars show trend of the anisotropic axis (short bar) and strike (long axis) from Porter et al. (2011). Note the agreement between the strikes from this study and Porter et al. (2011). We use the degree-1 signal amplitude and phase obtained from the corrected radial and tangential components to map strike and delay time as described above. Fig. 6 shows a comparison of symmetry axis-perpendicular strikes (foliation strike when assuming slow axis symmetry) obtained by Porter et al. (2011) and our method. The strike orientations agree well, with less scatter from our method in some areas, and they show alignment with nearby fault orientations. Delay times of the conversions with the largest degree-1 signal in the central region displayed in Fig. 6 are 2.5 s and larger (green–yellow–orange areas in Fig. 6; roughly 20 km and deeper), comparing well to the mid-to lower crustal depths of the Porter et al. (2011) solutions. The comparison leads us to conclude that we can determine strike perpendicular to the anisotropic symmetry axis and delay time of the anisotropic contrast without waveform modeling and without assumptions on the nature of the anisotropy.

3.3. Transportable Array mapping

We analyzed receiver functions for TA stations and stations from the supplementing CI, US, and BK networks with event selection and quality control as described in the beginning of Section 3. TA data were analyzed from 2004 through the end of November 2013, when the array had reached the East Coast but had not recorded there long. Starting with over 2 million calculated receiver functions (counting radial and tangential receiver functions separately), the automated quality control described above retains a median of 13% of traces at each station. The azimuthally invariant portion of the radial signal was used previously in joint inversions with surface waves (Shen et al., 2013a, 2013b, 2013c); here, we target the degree-1 and degree-2 portions that were stripped out for the joint inversion. We solve for degree-1 and degree-2 amplitude and azimuthal phase at each time step, using the resulting degree-1 parameters for the plunging axis case (where the tangential component was shifted by 90°) and the degree-2 solutions for the azimuthal anisotropy case (where the tangential component was shifted by 45°). At each station, we require a minimum of 3 receiver functions per 10° azimuthal bin and a maximum azimuthal gap of less than 90° after combining the corrected radial and tangential components in order to accept a harmonic fit solution. These requirements leave a total of somewhat under 300,000
receiver functions at 1689 stations producing results in the azimuthal analysis.

Fig. 7 is a map of the average 0–8 s total signal amplitude per receiver function at each station, a time range that spans conversions from the crust including the Moho. Low-velocity unconsolidated sediments amplify receiver function arrivals because of refraction to near-vertical incidence angles, large conversions from the contrast at the interface, and reverberations within the layer (e.g. Langston, 2011). Aside from local and regional signals, obvious large-scale patterns in Fig. 7 are large amplitudes across North and South Dakota and Nebraska, terminating near the border to Kansas where Cretaceous sediments give way to older cover (Reed et al., 2005); in the Mississippi Embayment (thick sedimentary cover extends to the Gulf Coast, where many stations did not pass the automated quality control as applied in this analysis because of large sediment conversion and reverberation amplitudes); and along the Atlantic coastal plain, terminated in the south by the Florida carbonate platform.

We perform a degree-1 fit with a 90° tangential component azimuthal shift and a degree-2 fit with 45° shift at each time step from 0–8 s delay time. Fig. 8 shows degree-1 amplitudes at each station averaged from 0–8 s, normalized by the total average receiver function amplitude in the same time window. Also plotted are strikes from the largest degree-1 arrival at a station if the degree-1 amplitude of that arrival exceeds a threshold value (an H/Z ratio of 0.15). On a continental scale, first-order features in the degree-1 signal are high amplitudes along the West Coast plate boundary, elevated amplitudes in parts of the intermountain West, a transition to low amplitudes in the central U.S. at the Rocky Mountain/Laramide front, and high amplitudes along the Appalachian–Ouachita belt. A comparison to the total amplitude map in Fig. 7 shows that the degree-1 signal amplitude is not simply dominated by geographical patterns in the total signal amplitude used for normalization at each station (for instance, the entire central U.S. shows low degree-1 amplitudes despite the north–south dichotomy in total signal amplitude).

On a large scale, strikes in areas with high average degree-1 amplitudes (Fig. 8) are roughly subparallel to the western plate boundary, the Laramide front, and the Proterozoic Grenville and Paleozoic Appalachian–Ouachita belts. Regional scatter is at least partly due to actual regional scale variations that are not decipherable on a continental scale map, as seen in the Southern California example (compare Fig. 8 to Fig. 6). Similar geographical patterns in amplitude and orientation appear in the azimuthal anisotropy represented by the degree-2 solution (Fig. S7). Because of the ambiguity between the orientation of the fast axis/slow plane or slow axis/fast plane, the azimuthal (horizontal symmetry axis) anisotropy is more difficult to interpret on a continental scale and we do not discuss it further in this paper.

The presence of a direct P arrival at zero delay time with opposite phase compared to a later arrival phase (same node positions and opposite polarity; Fig. 1) should be diagnostic of an isotropic dipping converter, as opposed to a contrast with plunging axis anisotropy. Figs. S5 and S6 show examples of stations with likely anisotropic degree-1 signals (a large-amplitude midcrustal arrival with no matching zero delay arrival). We attempt to make this distinction for the large-amplitude degree-1 arrivals across the network by testing for degree-1 signals in the first 0.25 s with an azimuthal phase that lies within ±20° of the opposite azimuth to the phase of a later large-amplitude arrival. Results are shown in Fig. 9, with isotropic dipping signals shown in red, signal from plunging axis anisotropy in blue, and delay time (scaling to depth within the crust) of the later arrival shown as background shading. While there are some local concentrations of dipping interface arrivals, the results appear dominated by anisotropy. The test may be confounded by delayed direct P arrivals at stations on sedimentary cover; a more accurate test would require identifying the direct P arrival time and adjusting the time windows used for direct vs. converted arrivals at each station. Alignment of dipping interface strike with the strike of foliation (or the strike of the plane perpendicular to plunging lineation) is expected if interface dip and foliation were developed in the same deformation process, for instance retrograde reactions that lead to growth and alignment of mica in a shear zone, generating anisotropy and a simultaneous change in the isotropic bulk wavespeed within the shear zone; foliation strike and strike of the shear zone would be expected to be
Fig. 8. As in Fig. 7, but background color shows degree-1 signal amplitude (in corrected radial and tangential receiver functions averaged from 0–8 s, interpreted as isotropic dip or plunging axis anisotropy averaged through the crust and Moho) as fraction of the total signal amplitude shown in Fig. 7. Black bars show strike for the highest amplitude degree-1 arrival at each station, plotted if the arrival amplitude exceeds an H/Z ratio of 0.15. The strike represents that of an isotropic dipping interface or of the plane perpendicular to a plunging symmetry axis (foliation strike in the case of a slow symmetry axis).

Fig. 9. Map of delay time of largest degree-1 arrival occurring between 1–8 s in greyshade (light = shallower, dark = deep, 1 s corresponding to ~8–9 km depth depending on P and S velocity above the converter), overlaid with topographic shading. Pink circles scale with amplitude of the arrival. Red bars are strikes for arrivals exceeding 0.15 H/Z ratio that show an opposite phase direct P arrival, indicating an isotropic dipping interface. Blue bars show the same but without a matching direct P arrival, indicating plunging axis anisotropy.

related. A similar relationship may be observed in shales deformed near a fault with an isotropic contrast due to fault offset.

Fig. 10 shows the same map as Fig. 8 (degree-1 signal amplitude averaged through the crustal thickness and maximum arrival strikes) with geological elements overlaid. The high signal amplitudes west of the Rocky Mountain Front show an excursion to the east from the physiographic province boundary to include the Black Hills (marked with B in Fig. 10) in South Dakota, correctly identifying the Laramide deformation front. In the central U.S., the NW–SE strikes we infer transect the generally NE–SW orientation of the Yavapai (Fig. 10, Yv) and Mazatzal (Mz) province boundaries (e.g., Whitmeyer and Karlstrom, 2007), suggesting that development of any associated structures post-date the earliest phases of Proterozoic continental assembly. However, there are hints of correlations of regions with elevated degree-1 amplitude with Middle (Midcontinent Rift, M) and Late Proterozoic
failed rift systems (Southern Oklahoma aulacogen, Oa). A correlation may exist between mapped NW–SE striking normal faults (N) with elevated degree-1 amplitudes (Ozark Plateau, Oz) and strikes of high-amplitude degree-1 signal in the mid-continent region. High amplitudes and E–W strikes link the Paleozoic Ouachita belt (Ou) to the concurrent Appalachian deformation. While having lower topography and relief than the Blue Ridge and Valley and Ridge provinces to the west, the Appalachian Piedmont (P) has the highest-grade deformed rocks and the strongest degree-1 signal amplitude among the Appalachian provinces. Although these correlations seem plausible, we strongly caution that all station solutions are generated automatically and must be reviewed individually (including estimation of errors based on data coverage, which varies due to noise conditions at each station) before making interpretations on a regional or local scale; particularly east of the Mississippi, event coverage becomes progressively sparser in the currently analyzed data set, and results may change as event coverage improves with recording time. The results presented here are only a first cut intended show that large-scale processing is feasible and that continental-scale features do appear.

4. Conclusions

Waveform modeling approaches can be used to provide a measure of anisotropy and dipping velocity contrasts using receiver functions; however, multiple tradeoffs exist and it is necessary to narrow down parameter space by imposing assumptions on geometry and anisotropy symmetry. We show that large-amplitude azimuthally varying arrivals in receiver functions stem from plunging axis anisotropy and from dipping interfaces, and that these arrivals can be used to isolate fundamental parameters of dipping foliation and interfaces, independently from details such as fast- or slow-symmetry axis anisotropy and other parameters of anisotropic symmetry such as shape factor, exact dip angle, sense of dip, velocity contrast, and anisotropy strength. The tractable parameters are the presence of dipping foliation contrasts or interfaces, their strike, and their depth. These parameters provide useful geological information and allow tectonic hypothesis testing, and can be related to lithospheric deformation across the continental U.S.
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Supplementary Information

Fig. S1: Same as Fig. 7, but for station BW06.
Fig. S2: Same as Fig. 7, but for station J18A.

Fig. S3: PDAR array map.
Fig. S4: (top) PDAR vertical component for P arrival of example event used in beamforming and f-k analysis to test for lateral scattering. (bottom) f-k grid showing steeply incident energy for a time window of 1 s starting at the red line in the trace plot above, shown in slowness space (left) and in a geographic projection (right). Hot colors show high beam energy, cool colors low. The slowness and azimuth correspond to the correct teleseismic source location near Galapagos and shows no suggestion of laterally scattered energy.
Fig. S5: Same as Fig. 7, but for station O20A. The lack of a degree-2 direct P arrival near zero time suggests plunging axis anisotropy.
Fig. S6: Same as Fig. S5, but for station NLWA.
Fig. S7: Same as Fig. 8, but color showing the degree-2 signal amplitude (attributable to azimuthal anisotropy) rather than degree-1 amplitude averaged from 0-8 s, normalized by total amplitude from 0-8 s. Color scale is A2/A ratio. Black crosses show orientation of fast or slow symmetry axis and the plane perpendicular to it.